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Abstract—This paper proposes a novel permutation formulation to the stereo matching problem. Our proposed approach introduces a permutation volume which provides a natural representation of stereo constraints and disentangles stereo matching from monocular disparity estimation. It also has the benefit of simultaneously computing disparity and a confidence measure which provides explainability and a simple confidence heuristic for occlusions. In the context of self-supervised learning, the stereo performance is validated for standard testing datasets and the confidence maps are validated through stereo-visibility. Results show that the permutation volume increases stereo performance and features good generalization behaviour. We believe that measuring confidence is a key part of explainability which is instrumental to adoption of deep methods in critical stereo applications such as autonomous navigation.
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I. INTRODUCTION

Stereo matching and stereo depth estimation is the process by which two simultaneously acquired images are put in correspondence to estimate the depth of the captured scene. This problem has been thoroughly investigated as it relates to the human vision and has practical applications. The depth estimation task has surged in popularity in recent years especially for autonomous navigation tasks and their associated datasets.

For many years, while they held the top positions on leaderboards, deep network approaches to depth estimation have had explainability concerns. As vision systems are becoming more accessible and better integrated in everyday applications, stronger guarantees of their behaviour under various scene conditions are expected. While failures in the vision system of a smart vacuum cleaner pose little risks, some devices such as autonomous vehicles require accurate, explainable and generalizable stereo depth estimation.

As a reciprocal to explainability, we wish to explore uncertainty in the context of disparity estimation. Der Kiureghian et al. [11] identify aleatoric and epistemic uncertainties as the two main types which are further outlined by Kendall et al. [22] in the context of deep learning models. While aleatoric uncertainty relates to uncertainty in the observations, epistemic uncertainty captures situations not encountered in the training set. In the disparity estimation, this uncertainty accounts matching ambiguity, transparency, out-of-image matches and occlusions as well as out-of-domain image distributions resulting from generalization. Kendall et al. state that “this uncertainty is particularly important for safety-critical systems.”

The contributions of this work are in the context of self-supervised approaches, where we propose a new natural representation of stereo constraints. By complementing the usual cost volume with a permutation approach for matching, a confidence measure can be modelled in a principled fashion as part of the stereoscopic process, not as a secondary step or as an explicit loss. As will be described, our proposed permutation volume and its normalization will simultaneously enforce occlusion modelling, disparity smoothness, and sharpness of depth discontinuities. This process disentangles stereo matching from monocular disparity estimation and extracts the stereo-visibility information present in a cost volume.

II. PREVIOUS WORK

Estimating depth from color images is a long-standing problem which has been studied extensively
with deep neural network approaches [26]. Most traditional stereo matching algorithms boast two very interesting characteristics which do not appear naturally in deep stereo methods, namely that they are general and do not require ground truth depth maps.

Most algorithms establish a matching cost from one image to the other. This cost is very often based on the difference in pixel colors [5] or on image gradients [25]. These costs are aggregated within a certain neighborhood. Some methods use the sum of a fixed sized window at constant disparity [25] while others add a weight to each pixel within the window according to color similarity [45], [43]. Local algorithms select the disparity with the lowest matching cost [45], semi-global algorithms (SGM) solve for disparity by combining multiple 1D dynamic programming [19], global methods minimize a global energy function [5], [37], [25], [43]. These key steps work without ground truth and for most scenes.

A. Deep Disparity Estimation

Supervised deep methods tend to follow two general frameworks [26]. The first is an encoder-decoder structure such as FlowNet [12] and DispNet [32] which retrieve the disparity as a regression task and the second is to mimic traditional stereo with differentiable blocks. GC-Net [23] uses a 4D feature volume and a soft-argmin process for the disparity computation. GA-Net [46] proposes a semi-global aggregation layer and a local guided aggregation layer as ways to mimic the traditional stereo steps. The latest state-of-the-art work by Cheng et al. [9] uses a neural architecture search framework to model the general stereo matching problem as a neural network architecture. It is possible to improve the performance of models by simultaneously solving for analogous concepts such as occlusions or optical flow [48], [7], [31]. Many methods such OASMnet [27] and OASM-DDS [28] model occlusions as a separate neural network while others derive it from the disparity maps [35]. Another way to improve performances is to smooth the learning process with noise [30]. Combinations of these methods can be done such as in [38] where the trained LEASTereo [9] model is used in conjunction with data augmentation.

B. Self-Supervised Disparity Estimation

In the absence of ground truth training data, self-supervised (or unsupervised methods) are now proposed as alternatives. Self-supervised deep stereo matching approaches mainly rely on warping the left image from the image pair with the recovered disparity map such that the photometric difference between the warped left image and the right image is minimized [49]. These methods tend to introduce more geometric constraints in the image reconstruction losses such as taking advantage of the projective geometry and the spatial coherence [26]. This is further refined by adding a left-right image consistency over the recovered disparity map [16]. Some works generalize the mapping function through a generative model and recover the disparity map at an intermediate level [14]. Recently, the warping function has been shown to be defined as parallax attention maps [39], [40] or as an optimal transport problem of the latent space between images [20].

III. Permutation Stereo

The stereo matching problem, as depicted in Fig. 1, estimates a pairing between two epipolar lines (here "Left" and "Right"), and results in disparity values that express the displacement between corresponding pixels (Fig. 1 left). Notice that some pixels have no correspondence, as they are occluded. In Fig. 1, dark-red pixels are "left-occluded" and dark-cyan pixels are "right-occluded". This phenomenon occurs naturally in stereo because closer objects, with their larger disparities, are hiding farther objects. This pairing, or permutation, expresses stereoscopic disparities and occlusions simultaneously for both the left and right direction. This work proposes to express the traditional cost between epipolar lines in a permutation form.

A. Disparity from a Permutation Volume

The stereo correspondence between two epipolar lines can be expressed as a permutation matrix \( P \in \mathbb{R}^{h \times w} \), where \( w \) is image width, as illustrated on the right of Fig. 1. Assigning to each horizontal line \( i \) its own permutation \( P_i \), results in a permutation volume \( P \in \mathbb{R}^{h \times w \times w} \), where \( h \) is the image height.

A permutation allows a pixel to match any pixel on the other line, thereby violating the stereo constraint stating that only a range of disparity is allowed, and this range is dictated by the camera geometry and the disparity \( d_{\text{max}} \) of the closest expected object. For classical stereo geometry (KITTI, SceneFlow, etc.), all valid disparities have the same sign, representing the fact that objects should appear to move left when the camera moves from left to right. It is easy to enforce the disparity range by assigning 0 probability to all invalid correspondences. Note that the permutation matrix cannot represent the full disparity range for the leftmost pixels of the left image, rows 1 to \( d_{\text{max}} \), since some potential matches are outside the right image.

Using permutations, stereo matching can be considered as an optimal transport problem. In practice, this is accomplished by, firstly, estimating a traditional cost volume \( C \) and transforming it into an unnormalized permutation volume \( C \)

\[
C_{y,x,d} \rightarrow \bar{C}_{y,x,-d}
\] (1)

and by, secondly, applying symmetric normalization which yields \( P \), the permutation volume.
**Doubly Stochastic Normalization.** Traditional cost volumes are usually normalized using a soft-argmax or soft-argmin and then projected to the disparity map by a weighted product over the disparity range. Quite similarly, the permutation volume allows this with a normalization which enforces that each permutation \( P \) is doubly stochastic and orthogonal.

As stated by Emami et al. [13] the problem of learning permutations is quite challenging since the number of permutations grows factorially with the size of the problem. Also, the permutation matrices prevent learning algorithms from directly using backpropagation as they are not differentiable. The Sinkhorn-Knopp algorithm is known to map a square matrix to a doubly-stochastic matrix where all rows and columns sum to one via iterative re-scaling. Adams et al. [3] proposed the iterative projection operator known as Sinkhorn normalization for learning doubly stochastic matrices based ranking functions. They propose an algorithm called Sinkhorn propagation which allows for gradients to be computed on the Sinkhorn normalization operator via backpropagation [3]. We propose to adapt this matrix normalization such that it becomes symmetric, by simultaneously normalizing columns and rows. We refer to this iterative process as symmetric normalization, Fig. 2 (N), which yields the permutation volume \( P \). Iterative applications of this normalization ensures \( P \) gradually becomes doubly stochastic.

\[
P_{i,j,k}^{(t=0)} = \exp(\bar{C}_{i,j,k})
\]

\[
P_{i,j,k}^t = \frac{P_{i,j,k}^{t-1}}{\sqrt{\sum_m P_{i,m,j}^{t-1} \sum_m P_{i,j,m}^{t-1}}} \quad \text{(2)}
\]

where \( t \) indicates the iteration step.

**Orthogonality and Confidence.** Orthogonality is an essential property of permutations, as it guarantees that a correspondence is bijective, which is equivalent in the context of stereo to the left-right consistency constraint [16], i.e. if non-occluded pixel \( a \) matches pixel \( b \), then pixel \( b \) matches pixel \( a \). Therefore, we can enforce and measure if correspondences satisfy a left-right consistency constraint with orthogonality. The orthogonality of permutation \( P \) is defined as \( P_i \cdot P_i^\top = I \) where \( I \in \mathbb{R}^{w \times w} \) is the identity matrix. Section [IV-B] will show how orthogonality can be defined as a loss while it is naturally enforced through the normalization.

An interesting property of orthogonality is that each diagonal element of \( P_i \cdot P_i^\top \) is the sum of a squared row in \( P_i \). These values are 1 when matches are bijective, but closer to 0 when matches are occlusions or ambiguous. We can therefore measure the confidence of the stereo matching process as the sum of squared rows for the left confidence and as the sum of squared columns for the right confidence, as illustrated in Fig. [1].

This confidence map can be used as a measure that a given pixel will be correctly matched to its target in the matching image. As an example, a pixel in a textureless region usually presents a lot of matching ambiguity, indicated in the permutation by numerous low values. It will not satisfy left-right consistency and will have a low squared norm of its row. Similarly, the presence of low contrast or high noise will also result in a low confidence. This means that in the context of a permutation matrix, confidence encodes matching ambiguity resulting from occlusions as well as texture ambiguity. This is further detailed in Section [V].

The confidence map expresses uncertainties induced by the stereo problem by providing information about the matching process, not the uncertainties of the algorithm itself.

**B. Smoothness and Sharpness**

Many stereo matching algorithms struggle with the representation of smoothness and sharp edges. It seems that one concept can only be favoured at the expense of the other. While smoothness wants adjacent pixels to bear the same disparity, sharp edges require disparity to abruptly change across depth discontinuities. A permutation matrix seems to naturally encourage both properties simultaneously.

Symmetric normalization strongly constrains the solution. The normalization for a pixel affects a whole row of the
image rather than individual pixels. This implies that a strong match will propagate itself horizontally across the disparity range to discourage incoherent or noisy matches. Disparity map smoothing is also encouraged by promoting orthogonality ($P_i \cdot P_i^T = 1$). Any depth discontinuity, even small, induces an occlusion, so the constraint is best satisfied (i.e. absence of occlusion) when all pixels share a common disparity. When a discontinuity has to occur, there is no incentive to spread the change across multiple pixels, so the break will be clean, and objects will remain smooth.

IV. SELF-SUPERVISION ON THE PERMUTATION VOLUME

The main contribution of this work is the introduction of a new formulation of the cost volume, the permutation volume, and its associated normalization. In a single volume, it naturally expresses both left and right disparity as well as both left and right confidence maps.

Because of the simple relationship between the permutation volume and the cost volume as defined by eq. (12) $P$ and its losses can be implemented without allocating $h \times w \times w$ space in memory by accessing $C$ as if it were $P$ by using modified indices. Furthermore, false matches outside the disparity range are prohibited by setting probability to 0.

A. Training Architecture

Given an input stereo pair $\{I^L, I^R\} \in \mathbb{R}^{3\times h\times w}$, the images are fed into a siamese feature encoder network with a U-net architecture as displayed in Fig 2. This encourages strong feature representation at multiple resolutions.

This feature encoder yields latent features at various scales $F^{La}, F^{Rs} \in \mathbb{R}^{f \times s \times (h/s) \times (w/s)}$ where $f$ is the number of features and $s \in \{2^0, 2^1, 2^2, 2^3\}$ is the scale. These latent features are then combined into a 4D feature volume $V^s \in \mathbb{R}^{(2f \times s) \times (h/s) \times (w/s) \times (d_{max} + 1)/s}$ by concatenating and where $d_{max}$ is the maximum number of integer disparities with an initial value of 0. This step is shown as Fig. 2(A). The feature volume is defined as

$$V^s_{i,j,k,d} = Concat(F^{La}_{i,j,k}, F^{Rs}_{i,j,k,d})$$

(3)

The feature volume is then projected down to $f$ features with a 3D convolution block. This allows for the concatenation of the prior cost volume obtained at lower resolution. Fig. 2 displays this multiscale process where the stereo matching serves as a module that refines the disparity estimate with richer feature pairs at the corresponding scale of the same resolution.

The siamese stereo matching network is a Resnet with eighteen 3D convolution blocks. It yields a cost volume $C^s \in \mathbb{R}^{(h/s)\times (w/s)\times (d_{max}+1)/s}$. This cost volume is the traditional cost volume as used in many volumetric stereo approaches. It is reshaped and padded, Fig. 2(B), into an unnormalized permutation volume $P^s \in \mathbb{R}^{(h/s)\times (w/s)\times (w/s)}$ according to eq. 1. Symmetric normalization, Fig. 2(N), is applied and results in the permutation volume $P^s \in \mathbb{R}^{(h/s)\times (w/s)\times (w/s)}$.

B. Losses

The total loss for the training is defined as:

$$\mathcal{L} = \frac{\sum \mathcal{L}_p}{s^2} + \lambda \mathcal{L}_{LRC}$$

(4)

where $\mathcal{L}_p$ and $\lambda \mathcal{L}_{LRC}$ are respectively the photometric loss and the left-right consistency loss. The $s^2$ imposes that pixels contribute equally regardless of scale.

Photometric Loss. This loss refers to the similarity between a reconstructed image and the input image from the stereo pair while respecting the occlusion information. This function is a combination of the structural similarity index (SSIM) [41] and the $L_1$-norm as defined in 7. This loss is furthermore adapted to the context of permutations which allows to account for occluded and ambiguous pixels. The occlusion handling scheme is introduced in [8] but our novel model allows for continuous confidence maps and does not require to duplicate the stereo matching process.

$$\mathcal{L}_p = \frac{\sum \mathcal{L}_p \circ O}{\sum O}$$

$$\mathcal{L}_p = \frac{\alpha}{2} \left(1 - \text{SSIM}(I^{R_i}_i, I^{R_s}_{i,j}) + (1 - \alpha) \| I^{R_i}_i - I^{R_s}_{i,j} \|_1 \right)$$

$$I^{R_s}_{i,j} = P_i \cdot I^L_i$$

(5)

where the $\circ$ operator indicates element-wise multiplication and the $*$ operator indicates a permuted image. For ease of reading, only the right-to-left photometric loss has been detailed but both left-to-right and right-to-left are computed and averaged. Moreover, we only define this loss for a single scale but it is applied at every scale. The confidence map computation is detailed in eq. 7.

Left-Right Consistency Loss. The left-right image consistency is a staple loss in self-supervised stereo matching [16]. With the permutation volume, it is possible to model this round trip as $P_i \cdot P_i^T$, computed from a single stereo matching. In this way, the permutation volume can be regularized.

$$\mathcal{L}_{LRC} = \| P_i \cdot P_i^T - \mathbb{1} \|_1$$

(6)

C. Disparity and Confidence Maps

From the permutation volume $P$, we use the weighted product over the disparity range to solve for the left disparity $D_{i,j}$ and compute the sum of squared rows to recover the left confidence map $O_{i,j}$.

$$D_{i,j}^L = \sum_d P_{i,j,d} \times d$$

$$O_{i,j}^L = \| P_{i,j} \|^2_2$$

(7)
This relationship also allows to trivially recover the right image disparity and the right occlusion map.

Confidence Heuristic: To manage pixels which are identified as part of an occlusion or have texture ambiguity, the confidence map is necessary. Although it is impossible to estimate the exact depth of an occluded pixel via stereo matching, we propose a simple heuristic at low confidence pixels. In the left image, pixels which have a confidence value under the threshold \( \tau \) are attributed a disparity which comes from the closest high confidence disparity on their left. This heuristic is inspired by the observation that an occluded pixel tends to have the same disparity as its neighbors on the left if it is occluded in the left image. There are known monocular cues that could be used to fill occlusions such as texture similarity, but this work chooses the simplest heuristic. As a special case, left image pixels with out-of-image matches are instead propagated from the right.

Our heuristic is similar to GOAPP in [35] but instead uses the confidence map which is not derived from the disparity map but rather from the permutation volume. Also, some work has previously been done to express entropy of the stereo probabilities in [47] as a "matchability" score. Our confidence map and our heuristic leverage new information about the matching process rather than simply correcting incompatibilities in the disparity map.

In this paper, the usefulness of the confidence maps is validated by using the simplest heuristic possible. It is inspired by the simplest post-processing heuristics employed in classical methods. We consider that using the most naive occlusion handling approach makes it easier to highlight the usefulness of the confidence maps recovered from the permutation volume.

V. STERE-O-VISIBILITY

We define a pixel as stereo-visible if it belongs to a correspondence in the stereo image pair. It is well known that objects that are closer hide objects that are further, thereby creating an occlusion. An occluded pixel has no correspondence in the other image, so it is not stereo-visible, it is stereo-occluded. Furthermore, in the context of stereo matching, we consider pixels that have their match outside the other image boundaries as stereo-occluded. It is possible to recover the map of stereo-visible pixels from the groundtruth disparity map and it will be referred as a stereo-visibility map. The KITTI dataset explicitly exposes out-of-boundary correspondences in the "noc" disparity maps, but does not provide a true occlusion map. Other datasets, such as SceneFlow, provide true occlusions but not out-of-boundary matches. Computing a stereo-visibility map from a disparity map is straightforward, and is depicted in Fig. 3.

We consider that pixels that are not stereo-visible can only be solved by monocular depth estimation. Since common datasets, such as KITTI or SceneFlow, do not limit error computations to stereo-visible pixels, they not only measure stereo performance, but also implicitly include monocular disparity estimation performance. We thus believe that stereo-visible regions can lead to a good performance estimator of the stereo algorithm itself, while the contribution of monocular depth estimation capabilities can be best evaluated in stereo-occluded regions.

The confidence map aims to provide explainability for the matching process. The permutation volume naturally provides this information as a result of symmetric normalization. Since high confidence pixels should be stereo-visible, and low confidence should be either stereo-occluded or feature an ambiguous texture, the stereo-visibility map computed from ground truth can help assess the usefulness of the confidence measure, as shown in Tab. [11]

VI. EXPERIMENTS AND DISCUSSION

The current work is interested in stereo matching capabilities for real-world images such as the KITTI 2012 [15] and KITTI 2015 [33], [34] as well as learning and generalization capabilities using very different stereo settings such as SINTEL-final [5] and FlyingThings3D [32]. The KITTI 2012 dataset has 194 training image pairs with 195 test image pairs with a pixel size of 1226 × 370. The KITTI 2015 dataset has 200 training image pairs with 200 test image pairs with a pixel size of 1242 × 375. The SINTEL-final dataset has 1064 training image pairs with a pixel size of 1024 × 436 with strong motion blur. It will be referred as SINTEL for brevity. SceneFlow FlyingThings3D contains 21818 training image pairs with a pixel size of 960 × 540. Section [VI-B] reports standard errors for KITTI 2012 testing images and for KITTI 2015 testing images. Sections [VI-C] and [VI-D] report the D1-All on the KITTI 2015 and SINTEL training datasets. Section [VI-E] presents the D1-All for the training data of KITTI 2012 and SINTEL.

A. Implementation Detail

Our model is trained on the datasets at half resolution on random image crops of size of 192 × 32 pixels with a batch size of 2. No other data augmentation is applied.
apart from random crops. The conv blocks are as defined in [18] and their Fig. 5 (right) with $f = 32$. The convolution layers apply fixed padding, have batch normalization and have a Relu activation function. The implementation is made with Mathematica[21] 12.3. The $\lambda$ is set to 10 and the symmetric normalization has $t = 8$ iterations. Networks are trained until convergence with the Adam Optimizer[24] and a learning rate of $1 \times 10^{-3}$. The constant $\alpha$ is set to 0.85 as is customary [7] and $\tau$ is set to 0.1. The models are trained on an RTX3090. We like to highlight that comparisons will use the state-of-the-art PASMnet [39] as they have made their code available.

B. Evaluation

Quantitative results on the testing datasets KITTI 2012 and KITTI 2015 are shown in Tab. I. These results are available online [1], [2]. Our neural network was pretrained on SceneFlow and finetuned on KITTI 2012 and KITTI 2015 respectively. Tab. I indicates that our method does not achieve state-of-the-art on the datasets for self-supervised stereo matching methods falling behind method Flow2Stereo which optimizes multiple training objectives. With a straightforward volumetric stereo backbone, our method outperforms Semi-global matching from Hirschmuller et al. [19] which is a gold standard in traditional stereo in both KITTI 2012 and KITTI 2015 and outperforms, albeit slightly, a method such as PASMnet [39]. The permutation results unequivocally enforce stereo matching and yields very high quality disparity maps. This level of performance is further detailed in Fig. 4 where one can see smooth and sharp disparities without any smoothness or sharpness losses. The qualitative results show streaking which is due to our confidence heuristic. This very simple heuristic allows our model to perform competitively, therefore the results can be interpreted as consequence of the permutation model not a strong monocular completion heuristic.

C. Cost and Permutation Comparison

The introduction of the permutation volume formulation to volumetric stereo methods is studied and comparisons to cost volumes are presented in Tab. II. We argue that a better representation of true stereo constraints in the network architecture will lead to better performances in the D1-Noc and D1-All error metrics for the various losses. Results are provided for KITTI 2015 and SInTEL training datasets while all networks are trained on FlyingThings3D. The difference between cost volume and permutation volume is better displayed in Fig. 5. Results demonstrate that a permutation volume and with symmetric normalization...
Table III

<table>
<thead>
<tr>
<th>Volume for normalization</th>
<th>Normalization function</th>
<th>Losses</th>
<th>Conf</th>
<th>KITTI 2015 D1-All (%)</th>
<th>SINTEL D1-All (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>Softmax</td>
<td>✓</td>
<td>L_p</td>
<td>33.41</td>
<td>34.55</td>
</tr>
<tr>
<td>Permutation</td>
<td>Symmetric</td>
<td>✓</td>
<td>L_p</td>
<td>21.51</td>
<td>22.65</td>
</tr>
<tr>
<td>Permutation</td>
<td>Symmetric</td>
<td>✓</td>
<td>L_p</td>
<td>36.15</td>
<td>37.03</td>
</tr>
<tr>
<td>Cost</td>
<td>Softmax</td>
<td>✓</td>
<td>L_rc</td>
<td>27.26</td>
<td>28.49</td>
</tr>
<tr>
<td>Permutation</td>
<td>Symmetric</td>
<td>✓</td>
<td>L_rc</td>
<td>15.77</td>
<td>17.21</td>
</tr>
<tr>
<td>Permutation</td>
<td>Symmetric</td>
<td>✓</td>
<td>L_rc</td>
<td>16.61</td>
<td>17.20</td>
</tr>
</tbody>
</table>

Table IV

<table>
<thead>
<tr>
<th>Model</th>
<th>Conf</th>
<th>KITTI 2012 D1-All (%)</th>
<th>SINTEL D1-All (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permutation Stereo</td>
<td>✓</td>
<td>8.70</td>
<td>21.09</td>
</tr>
<tr>
<td>PASMnet</td>
<td>✓</td>
<td>6.32</td>
<td>20.32</td>
</tr>
<tr>
<td>PASMnet</td>
<td>✓</td>
<td>6.15</td>
<td>19.62</td>
</tr>
<tr>
<td>PASMnet_192</td>
<td>✓</td>
<td>5.74</td>
<td>23.17</td>
</tr>
<tr>
<td>PASMnet_192</td>
<td>✓</td>
<td>5.57</td>
<td>21.95</td>
</tr>
</tbody>
</table>

Figure 5. Stereo matching error for image 46 of the KITTI 2015 training dataset. Top) Error image (31.1%) for a cost volume and softmax normalization. Bottom) Error image (17.9%) for a permutation volume and symmetric normalization.

Figure 6. Stereo-visibility. Top to bottom: Groundtruth disparity, Stereo-visibility from groundtruth, Confidence map.

D. Confidence Evaluation

Fig. 6 displays the binarized stereo visibility maps that can be computed from the ground truth disparities (top) and the binarized confidence map recovered from our trained neural network (bottom). Using the computed stereo-visibility maps (middle), it is possible to separate pixels into stereo-visible regions and stereo-occluded regions during evaluation. Tab. III presents D1-ALL errors in the stereo-occluded and stereo-visible regions. Our Permutation Stereo method is trained on SceneFlow and finetuned on KITTI 2015 which is also the case for PASMnet. Fig. 7 shows how the distributions of errors are affected by the confidence heuristic. These results demonstrate that the recovered confidence maps and the heuristic lower the error primarily in the stereo-occluded regions. This indicates that the confidence maps correctly model for occlusion and out-of-image pixels and our simple heuristic has very limited effect on stereo-visible pixels. Self-supervised stereo is naturally unable to estimate disparities in occluded regions and this is specifically what the permutation formulation addresses. The photometric loss does not guide the network to yield accurate disparity estimate in these regions during training. However, the permutation formulation model accurately recovers where this uncertainty lies. Tab. III shows that PASMnet has poorer performance in stereo-occluded regions than our simple heuristic.

E. Generalization

The permutation volume allows for new constraints on the stereo matching problem and models for uncertainty through the confidence map. This should lead to better generalization performances. Tab. IV shows the performance in KITTI 2012 for models trained on SceneFlow and finetuned on KITTI 2015. Our model has similar performance to
<table>
<thead>
<tr>
<th>Volume for normalization</th>
<th>Normalization function</th>
<th>Conf</th>
<th>KITTI 2015 D1-All (%)</th>
<th>Middlebury 2014 D1-All (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Stereo-occluded</td>
<td>All</td>
</tr>
<tr>
<td>Cost</td>
<td>Softmax</td>
<td></td>
<td>54.2</td>
<td>15.0</td>
</tr>
<tr>
<td>Permutation</td>
<td>Symmetric</td>
<td></td>
<td>56.5</td>
<td>15.6</td>
</tr>
<tr>
<td>Permutation</td>
<td>Symmetric</td>
<td>✓</td>
<td>30.1</td>
<td>14.8</td>
</tr>
</tbody>
</table>

Table V: Generalization results. Model trained on SceneFlow FlyingThings3D and tested on KITTI 2015 and Middleburry 2014 training data. The permutation formulation and its confidence map help in a generalization setting.

Figure 7. Performance of confidence heuristic, KITTI 2015, Distribution of D1-All (%). Left, impact on stereo-occluded pixels. Right, impact on stereo-visible pixels. Blue, before the confidence heuristic. Orange, after applying the confidence heuristic. We observe a reduction of error for stereo-occluded pixels and no impact on stereo-visible pixels as expected.

This paper explores the use of a permutation volume only for the self-supervised learning setting. As it has been stated, a goal was to establish a confidence measure during the stereo matching process. The self-supervised setting where models naturally cannot solve for occlusion and out-of-image pixels is the best setting for the evaluation of such a model. It would be interesting to study the effects of the permutation model in a supervised learning context, and its impact on explainability.

VIII. CONCLUSION

This paper proposed a novel permutation formulation to the stereo matching problem. The permutation volume allows for a more natural representation of constraints that were previously managed mostly through losses, such as smoothness, sharpness, and occlusions. Relying on symmetric normalization, it also provides a confidence measure which is closely related to the concept of stereo-visibility. Validation is accomplished with stereo performances measured on standard testing datasets, while the usefulness of confidence map is assessed with stereo-visibility. Backed by experimental results, the proposed confidence heuristic adequately resolved stereo-occluded pixels, which are considered monocular. We consider that the permutation volume formulation is a good addition to stereo matching algorithms that not only helps satisfy stereo constraints but also provides explainability, which is becoming important in practical applications of stereo algorithms.

VII. LIMITATIONS

The permutation volume adds strong constraints to the stereo matching process. However, it does not directly help with monocular disparity estimation. The current paper did not explore how to best manage the stereo-occluded regions nor did it explore the use of a dedicated monocular disparity network for these regions. These monocular networks could be learned in an unsupervised manner [10], [29], [8], [44]. This paper presents the permutation model and its confidence map as a tool to identify matching uncertainty and allow for comparable results on popular datasets. Using the most naive occlusion handling approach makes it easier to highlight the usefulness of the confidence maps recovered from the permutation volume.
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