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Abstract— An omnistereo pair of images enables depth percep-
tion all around the observer. Because omnistereo lenses or mirrors
do not yet exist, capturing an omnistereo video would require
using several stereo cameras at different baseline orientations.
This paper presents a multi-take capture method for creating
high-resolution omnistereo videos at an affordable cost: only
two standard cameras and a tripod are required. The method
combines multiple stereo takes, where each take follows some
action within the field of view, an actor for instance. Internal
camera parameters are first calibrated by capturing a static
omnistereo background. Each frame of each take is then pasted
on the background at a position estimated by feature tracking.
The paper provides a detailed description of the steps of the
method. It also provides an analysis of parallax which results
from the off-axis camera rotation. Parameters for the method
are chosen to minimize artifacts that arise from this parallax.
The method is intended to be applied in a relatively controlled
space like a movie set, where the action in each take is within
the field of view of the cameras.

I. INTRODUCTION

Similarly to the two eyes of the human visual system,
a stereo pair of cameras captures two images of a scene
from slightly different viewpoints. When these two images are
displayed and viewed in stereo, they are fused by the brain of
the observer, and the disparities between corresponding points
provide important clues for scene depths.

In immersive environments such as in 360o cylindrical
displays, an observer can turn his gaze in any orientation.
Moreover, there can be more than one observer and multiple
observers can look in different directions at the same time.
This is problematic since two traditional cameras cannot
capture images for all observer orientations, in particular,
because no stereo information is available near directions that
are parallel to the baseline.

In contrast to a traditional stereo image, an omnistereo pair
of images [9, 12, 8, 14, 13] maximizes stereo perception for all
orientations at the same time by gathering light such that there
exists stereo information for all orientations. Using extensions
of multi-camera systems such as the Ladybug [15] which
has five cameras to cover 360◦, an omnistereo capture could
be used but it would become relatively expensive and data
intensive as the number of cameras would double, e.g. from
five to ten. In [14], concept ideas of omnistereo Fresnel-like
lenses and spiral mirrors were presented, but problems such
color aberrations remain to be solved.

Another approach to capture omnistereo images is to gather
several small field of view images called slits from one or
two cameras rotating off-axis, and then mosaic all images
together (see Fig. 2). To avoid parallax artifacts which are due

to the fact that cameras are rotated off-axis and hence contain
a translation component, each slit-image should cover no more
than one or two degrees, or approximately 200-400 slits, as
done in [14]. This mosaicing method was then extended in
[16] to vary the slit position in larger images to produce videos
of periodic types of motions, such as waterfalls, and slit shapes
to avoid cutting across non-periodic types of motions such as
people.

In this paper, we present a method that extends the mo-
saicing approach of [14] to allow the capture of non-periodic
motions. The method is not meant to be an omnistereo capture
for arbitrary motion scenes, such as an uncontrolled public
space. Rather, it was designed to be used in a controlled
environment, such as a movie set.

Our method has two steps. First, a static omnistereo back-
ground is captured by mosaicing slit-images taken by a ro-
tating stereo camera, which is auto-calibrated in the process.
Second, keeping the tripod in place but allowing rotation of
the stereo rig, several non-periodic motions, like a moving
actor for instance, are captured within the field of view of the
stereo camera. Camera motion for each of these takes is then
estimated by feature tracking and each frame is pasted on top
of the background.

The main technical contribution of the paper is a detailed
parallax analysis that aims to minimize parallax artifacts in the
second step, namely to minimize parallax between the left and
right edges of the foreground frame and the corresponding re-
gion of the background mosaic when pasting each foreground
frame over the background.

A layout of the paper is as follows. A summary of previous
mosaicing methods is first presented in Sec. II. The capture
setup as well as an analysis of motion parallax issues are then
detailed in Sec. III. Section IV presents the omnistereo static
background capture method as well as camera calibration.
Sec. V then gives a detailed explanation of the process to add
multiple takes of non-periodic motion. Results are presented
in Sec. VI, followed by a conclusion in Sec. VII.

II. PREVIOUS WORK

We review in this section existing mosaicing methods that
allow the capture of static scenes, periodic types of motions,
and with lesser success non-periodic types of motions.

For the simpler case of static scenes, [9, 14] introduced slit-
images having a very small horizontal field of view of about
1o. The method captures light at many orientations such as to
cover a complete turnaround, i.e. 360 degrees (see Fig. 2(b)).
In practice, a column of pixels is considered in images taken



Fig. 1. Part of a frame of an omnistereo video, shown in red/cyan anaglyph format.

by standard cameras. An omnistereo pair of images is then
formed by mosaicing the slit-images of each camera. In the
extreme case where a slit-image is the width of a single light
ray, parallax artifacts from camera motion which are due to
the off-axis camera rotation are non-existent. An omnistereo
capture method using a single camera was also described in
[13] by considering two slits in a single image, both slits at the
same distance from the image center but one towards the left
edge of the image and one towards the right. These correspond
to two virtual cameras following a circle. The direction of sight
of each virtual camera is a line tangent to this circle, but the
directions for the two cameras are opposite. Thus, ignoring
occlusions, any point in the scene is captured by two points
of view, but at a different time.

(a) (b)
Fig. 2. (a) Previous work on omnistereo images uses a rotating stereo pair of
slit-cameras. Here the cameras are parallel. (b) An omnistereo pair of images
combines light from several projection centers constrained to lie on a circle
in an attempt to allow depth perception all around of an observer. In practice,
image slits are stitched together in a mosaicing process to fully cover 360o.

A related slit image method was presented in [16] for the
capture of (monocular) dynamic scenes. Called the dynamo-
saicing method, this approach varies the slit position with time
to create a video of periodic types of motions, such as a
waterfall. For non-periodic types of motions, such as walking
actor, a 4D graph-cut minimization [2] computes slit positions
and shapes to produce a spatially and temporally continuous
video. The method attempts to avoid motion at the edge of the
slit. This method requires enormous amounts of resources, as
the graph to minimize the whole sequence at once is very
large.

Another monocular approach was presented in [1] where
a graph-cut minimization allows to render, after a manual
selection of dynamic and static regions, a continuous video
from a fixed viewpoint, but for periodic motions only (e.g.
small waves, flag in the wind). Parallax artifacts are not

addressed in this method because the camera is assumed to
perform a pure rotation.

In this paper, a tripod with two cameras rotating off-axis is
used. First, a 360◦ omnistereo background mosaic is captured
using slit-images of a static scene. Foreground non-periodic
stereo action takes are then captured. These takes can follow
action in any direction as long the action is restricted to a safe
region within the field of view of the camera in each frame.
The foreground action is finally pasted over the background.
To ensure there is no seam between the foreground and back-
ground, parallax must be avoided. The next section explains
how we have achieved this.

III. CAMERA SETUP AND PARALLAX ANALYSIS

Two cameras are setup on a tripod and rotated around a
single axis. The distance between the two camera lens centers
should be about 6.5 cm, similar to the distance between human
eyes. Each camera follows a circular motion that contains
both translation and rotation components. If scene points have
different depths, each camera then captures an image sequence
with motion parallax. In this section, we give a more general
definition of parallax and we show that this parallax can be
reduced under certain conditions.

Consider a pixel p at various horizontal positions in a
reference camera. The reference camera is defined to be
located at 0o (see Fig. 3). Pixel p is then projected out to
distances zmin and infinity to get scene points Pzmin

and
P∞. We use zmin = 2m. Both points Pzmin

and P∞ are
then reprojected at various other camera orientations θ ranging
from −FOV to FOV , where FOV is the field of view of
the camera. Parallax of p at orientation θ is then defined as
the image distance in pixels between these two reprojected
points. Note that parallax depends on both p and on θ. In
the subsequent plots, we only consider cases for which the
reprojected points are both within the image boundaries.

By construction, there is no parallax when θ = 0 since this
is the location of the reference camera. Fig. 3 shows that there
is also zero parallax at another orientation, namely θ = θ0, that
can be derived from the following two relations

γ = αr + β (1)

and

π = αs + β + γ (2)

where αr is the angular orientation of p with respect to the
optical axis of the reference camera at θ = 0o. Plugging (1)



Fig. 3. Parallax is measured by projecting a pixel p at Zmin and infinity
to get PZmin

and P∞, and reprojecting these 2 points at various camera
orientations, here ranging from −90o to 90o for a 90o field of view. The
figure shows that there is no parallax at θ = 0o and at θ = θ0, when the
camera position lies on the line passing by p, PZmin

and P∞. See Eq. 3 for
a derivation of θ0. Note that PZmin

and P∞ are not to scale.

into (2) yields:

π = αs + β + αr + β ⇒ π − 2β = αr + αs

⇒ θo = αr + αs

⇒ θo = αr + π − β − γ using (2)
⇒ θo = 2αr + π − 2γ using (1)
⇒ θo = 2αr + ν (3)

where ν is the stereo vergence, defined to be the angle between
the optical axes of the two cameras in the stereo rig.

Fig. 4(a) shows the absolute value of parallax for various
positions of pixel p when the stereo vergence ν is 0o. Observe
that the three curves reach 0-parallax at θ = 0o and at
θo = 2αr, following Eq. 3. For example, if p is located at
the center of the image, such as for the blue curve, then 0-
parallax is reached only there. Another special case is the red
curve, namely when p is located at the left (or right) image
border i.e. αr = FOV

2 . In this case, θ0 = FOV . They leads
to the following.

Key Observation: If there is 0-parallax when entering the
field of view, then there is also 0-parallax when leaving the
field of view.

This observation will be used in the background mosaicing
step (Sec. IV-B) to choose, by a weighting function, the
location of the slit such that when we paste the foreground
over the background mosaic, parallax is zero between the edge
of the foreground frame and the corresponding region of the
background mosaic.

Note that if vergence ν is non-zero, then the key observation
no longer holds, namely although there is 0-parallax at the left
border, 0-parallax is reached at ν degrees away from the right
border rather than exactly at the right border (see red curve in
Fig. 4(b)).

(a) camera vergence of 0o

(b) camera vergence of 10o

Fig. 4. For the right HD camera with 60o field of view and a vergence of (a)
0o (b) 10o. Parallax is shown at angles αr = 0o (blue) which is the center
of the image, αr = 10o (green) and αr = 30o (red) which is the border of
the image. These correspond to pixels p = 960 (blue), p = 650 (green) and
p = 0 (red).

Parallax is not only an issue at the edge of the foreground
frame, but it is also an issue in the interior when the location
of the foreground frame is moving, i.e. when the camera is
panning or tracking during action take. In the case of the
red curve in Fig. 4(a), parallax is maximal near center of the
image. This parallax causes static objects in the scene to move
slightly from one frame to the next. One might ask whether
this interior parallax could be reduced by using a non-zero
vergence ν. The answer is no, however. As shown in Fig. 4(b)
for a specific case ν = 10◦, all three curves have a maximum
parallax that is greater than in Fig. 4(a). More generally, Fig. 5
shows the maximum parallax as a function the location of pixel
p, the camera vergence ν and three different fields of view.
These show that maximum parallax generally increases with
vergence and field of view.

From the above observations, we conclude that a stereo
vergence angle of 0o is desirable and so this is what we use
in the remainder of this paper. The choice of field of view
size remains, and here we face a trade-off. A larger field of
view allows one to capture wider actions, but it also introduces
more parallax in the middle of the foreground frames when
panning the stereo camera. A wide field of view also reduces
the horizontal omnistereo resolution. In our results, we used



a field of view of about 55o (see Sec. VI).

(a) 30o field of view

(b) 60o field of view

(c) 90o field of view
Fig. 5. Maximum parallax for a varying vergence ν and pixel position p.
Plots are shown for cameras having field of views of (a) 30o (b) 60o (c) 90o.
Note that the camera resolution is the same in all cases, namely 1920×1080.

IV. OMNISTEREO MOSAICING OF STATIC BACKGROUND

The first step of the method is to capture a static omnis-
tereo background by rotating two cameras on a tripod. From
the captured images, both cameras need to be calibrated as
precisely as possible. This calibration is done as part of the
mosaicing (hence, autocalibration) for convenience. Images for
each camera can then be stitched using standard panoramic
mosaicing techniques [4].

A. Camera Autocalibration

The cameras are calibrated separately. Each camera is as-
sumed to be rotating around the y-axis. Let the image sequence
be Iθ1 , Iθ2 , ..., IθN , where θ1 = 0 and θN = 2π, and where

Fig. 6. The autocalibration process estimates the rotation angle between
consecutive frames and, for each camera of a stereoscopic pair, the focal length
of the camera and radial distortion. Motion parallax artifacts are ignored, as
if the projection center of both cameras was centered on the rotation axis.

each image is of size W × H pixels. We use N = 60, and
θi+1 − θi ≈ 2π

N radians. Internal camera parameters K are
assumed to be constant over all images, giving:

pi = K R0 T Ry(θi)P (4)

where pi = (x, y, 1) is a pixel in the image i, P = (X,Y, Z)
is a point in the world, Ry(θi) is a rotation matrix around the
y-axis, T is the camera translation matrix that offsets the two
cameras from the origin by distance b in the x, z-plane, and
R0 is a rotation that allows the optical axis of the cameras to
have an arbitrary orientation.

Hence, the total number of parameters is N + 3: the focal
length f , the three rotations of R0 and the N − 1 rotation
angles θi,i+1 between consecutive images.

As a first approximation, camera parameters were estimated
by ignoring camera translation, i.e. setting T to be the iden-
tity matrix, and using standard techniques, namely robustly
matching SIFT features between frames using a homography
model and RANSAC, followed by an initial estimate of the
camera parameters and then bundle adjustment, taking radial
distortions into account [7]. The estimates can be improved by
allowing for non-zero translation, namely performing another
bundle adjustment that triangulates features in 3D [19].

B. Mosaic Blending

Once the cameras have been calibrated, a mosaic is rendered
by projecting each image onto a cylindrical surface. To hide
vignetting and calibration errors caused by motion parallax,
the images are blended using the composition method of [3].
For a pixel of the mosaic, the method selects high frequency
components from the image corresponding to a maximum
weighting function, and adds the average of low frequencies
of all images. The observation in Sec. III that parallax is
zero at the image boundary leads us to use a weight function
higher near the background image borders instead of the center
(see Fig. 7). This removes parallax differences between the



(a) (b)
Fig. 7. The blending weight function for the (a) left camera (b) right camera.
The function puts more weight near the right or left border instead of the center
to minimize the parallax difference between the background and foreground
action frames.

background and a foreground frame near the borders of the
latter (see Sec. V).

C. Adjusting Omnistereo Disparity

It is usually preferable that the zero image disparities
roughly occur at the distance of the projection screen. To
ensure this, the right omnistereo background is shifted to the
right until objects located at this distance have zero disparity.
A vertical shift is also sometimes necessary to make objects
align vertically.

V. ADDING OMNISTEREO FOREGROUND MOTION

The previous section captured a static omnistereo pair of
images, using two cameras rotating around a single axis on a
tripod. By keeping this setup fixed, the calibration of Sec. IV
can be used to warp new images on the omnistereo image
space, using the same projection onto a cylinder surface as
in Sec. IV-B. In this section, foreground action is captured in
stereo and pasted over the static omnistereo background.

A. Stereo Capture Constraints

Foreground action is captured by rotating the stereo rig.
The only constraint is that the action cannot go out of the
left/right frame borders. For an HD capture of 1920 × 1080
pixels, this constraint is ensured by having static left and
right margins. These margins need to be at least as large as
the maximum pixel motion between consecutive frames. In
this work, margins between 30 and 60 pixels are used. The
image margins will be very important in the rendering process
described in Sec. V-C. Fig. 8 shows an example, with the static
left/right margins indicated in red.

It is essential that motion blur caused by camera rotation
be avoided. Both cameras should be set in manual mode at
a small exposure time 1

125 or 1
250 , depending on how fast

the camera will be rotated. For lower-end cameras for which
there is no manual exposure mode, the Sports mode should be
used. We also recommend to use manual focus to avoid any
instabilities by the autofocus mode. Gain should be set at a
minimum. Aperture can be set in manual or automatic mode
(see Sec. V-C, for brightness and contrast adjustments).

B. Tracking Camera Orientation

The next step is to estimate angular orientation of each
foreground action frame relative to each frame on the back-
ground. Note that the tracking operation should give identical

Fig. 8. Each foreground action frame is constrained to have static left and
right margins (indicated in red).

Fig. 9. Motion is rendered by superimposing the current frame on all previous
frames of the sequence in order. This rendering trick retains changes such as
the car no longer parked in the driveway. Images are shown for the left camera
only.

results for corresponding left and right images. Assuming that
a close enough estimation of the camera orientation is given
for the first frame, the orientation of subsequent frames is
estimated by tracking features on the background using the
KLT method [18]. In practice, the position of the first frame
can be obtained by testing all possible orientations with respect
to the background and selecting the one with minimum SSD.
A RANSAC method [5] makes the estimation process robust to
outliers, if there is wind in branches for instance, or if there are
features in the foreground action that are not in the background
(or vice-versa). We assume that 75% of samples are inliers
within a 0.25 pixel distance. At each frame, KLT features of
the background are selected on a cropped background having
the same width as the frame, and starting at the previous frame
position.

The above orientation estimate is affected by parallax and
is used only as a first approximation. The result is refined
by using features from the two closest original background
frames. Note that the orientation of only 60 background frames
is calibrated. The orientation of intermediate background
frames is estimated by frame registration using pixels near
the center of the frame, much less affected by parallax. This
can be seen by looking at the motion field for forward camera
motion, where parallax is 0 at the image center and increases
quadratically towards the image borders [11]. Accumulated
drift is adjusted so that all the frames cover exactly the
calibrated mosaic background.



(a)

(b)

(c)

(d)

(e)

(f)
Fig. 10. From (a) to (e), current frame is pasted over the static background and a static part from the still visible image margins of the previous frames.
The latter retains any changes made to the original static background (notice the car leaving the driveway). The location of the current frame is shown by a
line underneath each image. Images are shown for the left camera only. In (f), the process of superimposing the frames from (a)-(e) is shown. Only a small
subset of all the frames is shown.



C. Rendering an Action Take

Once the orientation of each foreground action frame has
been estimated, the action is rendered on top of the background
by superimposing the current foreground frame on all previous
frames of the sequence in order (see Fig. 9). The reason we do
this is as follows. If only the current foreground frame were
pasted over the original background, then foreground objects
that were not present in the background would disappear when
going out of frame. For instance, if an actor were to put an
object on the ground and walk away leaving that object behind
and the camera were to track the actor, then the object would
disappear when no longer in frame since it would not have
been part of the original background. Similarly, if an actor
were to take an object that was part of the background and then
walk away with it, the object would reappear as the cameras
follow the actor.

By assuming that the left/right static margins are at least
as wide as the maximum displacement between consecutive
frames, any change to the background is maintained as fore-
ground frames write over it. See Fig. 10. For example, in (d),
when the current frame follows the car leaving towards the
right, the car does not reappear where it was parked on the
background. This is because the foreground action frame has
written over the background. Recall also from Sec. III that
parallax is near zero at the left and right image boundary.
Thus we expect minimal differences between the borders of
the current frame and the background over which the current
frame is written.

Note that the background is no longer composed of margin
slits where the last foreground action frame is pasted. If a
foreground frame of a subsequent action take overlaps this
area, then there will be parallax between its margins and the
background. A solution is to end the previous take by panning
the stereo cameras by an angle greater than the FOV after the
action has stopped (for instance, after the actor exits through a
door or the moving object disappears behind an occluder). The
left or right margin of these last foreground frames can then
be pasted on the background, thus rendering an omnistereo
background composed of margin slits only.

D. Blending Images

Although parallax is minimized, other differences may exist
at the margin between the foreground and background, and we
would like to hide these differences as much as possible. First,
each frame is color calibrated as lighting conditions might
change from the time the background was captured, e.g. if
capture is performed outdoors and sunlight is changing, or
if the cameras themselves are not in complete manual mode
and somehow adjust differently. Color calibration may also be
necessary just within the foreground layer. For instance, if an
actor is followed by the cameras going from left to right, then
right to left back where the take started, any change in lighting
will give away the location of the current frame as it will be
lighter or darker than the superimposed margins of the first
frames.

From color samples at successfully tracked features, let µf
and µb be the mean RGB intensity of the current frame and
the background respectively, and let σf and σb be their color
standard deviation. The intensity of a pixel in the current frame
is adjusted for each color channel using the following equation,
similar to [17]:

Î = µb +
σb
σf

(I − µf ) (5)

Vignetting, which makes images darker near the borders, is
also another important phenomenon that has to be considered.
Because vignetting makes static margins in a motion layer
darker, the brighter image center of the current frame makes
the camera motion obvious. In this work, vignetting was
removed by cutting about 50 pixels from the left and right
borders of each frame. However, in the case where this solution
cannot be applied without cutting a moving object in frame,
the vignetting correction function can be estimated during the
autocalibration section of Sec. IV using the method described
in [6] that was applied to mosaics. The method, however,
assumes fixed aperture which is guaranteed only if the cameras
are in manual mode and not in Shutter Priority mode as
discussed in Sec. III. One can also use the approach described
in [21], a method based on texture segmentation and analysis
and requiring a single frame only.

Finally, another important cue about the location of the
current frame is the small dynamic noise of the foreground
video in contrast to the background which is static. Every pixel
intensity I(x, y) of the background is replaced by a normal
function N(I(x, y), σ), where noise deviation σ is estimated
by shooting a static scene with the cameras being stationary
and fitting a Gaussian to the intensity variations. The noise is
updated for each frame of the final video.

VI. RESULTS

The method presented in this paper was tested by shooting
a four minute video. Two Canon HFS11 cameras were used on
a fixed tripod which allowed camera rotation around an almost
vertical axis only. The distance between the centers of both
lens was about 6.5 cm, similarly to the eyes. To synchronize
frame capture, as well as zoom, focus and color balance, both
cameras were controlled through the LANC protocol (a LANC
Shepherd was connected to the cameras by RA-V1 remote
control adapters).

Both cameras were set to their widest field of view (about
55o), at fixed manual focus and at an exposure time of 1

250
seconds. The stereo rig was first rotated 360◦ for background
capture. The rig was then fixed for a few seconds for noise
analysis. Each action take was finally shot in succession
following a planned scenario.

Both for the morning and the evening shoots, ambient
lighting changed considerably, and a small wind often moved
branches and leaves slightly. While this wind often slightly
breaks the assumption that margins should be static, these
conditions were good to test the robustness of both camera
tracking and color calibration. To speed up the experiments,



Fig. 11. The setup used in this paper consisted of two cameras in parallel on
a tripod. The distance between the projection center of both lens was about
6.5 cm. The cameras were synchronized using the LANC protocol.

the original content of 1920 × 1080 resolution was down-
sampled to 960×540 pixels. The final video is high-resolution
at about 6500× 540 pixels.

Processing time was divided about evenly between tracking
and rendering, about 1 second per frame for each operation
on a 1.8GHz laptop with 2GB of RAM. However, this can
be greatly improved, as the tracking operation for each take
can be done in parallel, and the rendering operation which
basically repeatedly pastes an image on a background could
potentially be executed on the GPU.

The video was also shown in our lab on a cylindrical
screen made of a silver fabric that maintains light polarisation.
The screen is about 1.5m high with a 4.5m diameter. A
multiprojection system [10, 20] was setup with half the
projectors polarized horizontally and the other half polarized
vertically, and viewed with glasses for polarized projection.
We have also generated an anaglyph version that can be
downloaded from author VC’s webpage.

VII. CONCLUSION

This paper has introduced a novel multi-take method to
capture non-periodic omnistereo content using two cameras
only on a fixed tripod. The resulting video is composed of
several stereo takes that capture action within the field of view,
which are pasted on top of a static omnistereo background.
A motion parallax analysis is also presented that aims to
minimize parallax artifacts due to the cameras rotating off-
axis. The only restrictions of the method as it stands are that
the tripod is fixed at a single location, and that action of a
take has to be within the field of view of the cameras.

Future work could involve merging our approach with
existing mosaicing methods for so-called periodic motions

(or motion textures) such as waterfalls. This extension would
allow both the background and foreground to be dynamic.
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